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Abstract
The extensive growth in popularity of Internet of Things (IoT) has led to the gen-
eration of massive amount of data from several heterogeneous sensory devices. 
This has also led to the increase in energy consumption by these connected devices. 
Smart buildings are one such platform which are equipped with several micro-con-
trollers and sensors, generating a huge amount of redundant information at their 
data acquisition level. As a result, real-time applications may not be efficiently exe-
cuted due to latency delays at the cloud service end. This requires several devices 
at cloud service end to execute the massive amount of data generated by these sen-
sors, which does not satisfy green computing criteria. In this context, a novel local 
processing mechanism (LPM) is proposed, which favors an improved IoT service 
architecture for smart buildings. From the perspective of green computing, the pro-
posed LPM framework facilitates reduction of manifolds at data acquisition level of 
sensor nodes. This paper also addresses the concept of optimal use of sensors in a 
wireless sensor network (WSN) and estimates costs corresponding to non-Poisson 
and Poisson arrival of data packets at local processor using the well-known queuing 
model. We also provide an efficient algorithm for smart buildings using our expert 
Markov switching (EMS) model, which is a well known probabilistic model in the 
field of artificial intelligence (AI) for subjectively validating real sensory data sets 
(viz., temperature, pressure, and humidity). Further, it has been analyzed that the 
proposed EMS algorithm outperforms several other algorithms conventionally used 
for determining the state of large-scale dynamic sensor networks. The service cost 
of proposed model has been compared with conventional model under various stress 
conditions viz., arrival rate, service rate, and number of clusters. It is observed that 
the proposed model operates well by leveraging green computing criteria. Thus, in 
the aforementioned context, this paper provides thing-centric, data-centric, and ser-
vice-oriented IoT architecture.
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1  Introduction

In recent times, low cost micro-controllers connect almost every physical object to 
the Internet by employing sophisticated communication protocols which is collec-
tively termed as the Internet of Things (IoT). The interaction between smart objects 
connected to IoT and management of massive data generated by these devices can be 
possible through the cloud service mechanism using a high speed active internet [1, 
2]. This process generates a massive amount of data which requires more processing 
time for storing and accessing. As the connected devices scale-up progressively and 
continually generate data leading to the big data issue in IoT which increases net-
work latency at the cloud end. Various sensors (such as image sensors, temperature 
sensors, motion sensors, and so forth) can be deployed for sensing different events 
(such as intrusion detection, environment monitoring, detecting vibrations, and so 
forth) in a smart environment [3]. The information extracted from the above sen-
sors may contain highly correlated and redundant information from its succeeding 
to preceding states. As a result, the storage and retrieval of data at cloud end leads 
to a bottleneck situation. In this context, this paper modifies the existing IoT archi-
tecture for smart buildings by introducing the local processing mechanism (LPM). 
In the local processing architecture, all the local data are processed and the relevant 
information is transmitted to cloud servers for future access. Consequently, the LPM 
framework indirectly assists to extract the valuable information from the cloud with 
minimal time and cost as the data is free from redundancy.

The quantum leap of smart homes and smart infrastructures have made IoT a 
substantially pervasive juncture for connecting smart objects. There have been 
momentous growth in areas of embedded systems, network technologies, semantic 
inter-operability, and perseverance of complexity in information which have gained 
significant development in the fields of IoT [4–6]. IoT has acquired much amiabil-
ity in various sectors (viz.,   industries, healthcare, transportation, and households) 
over the last decade for which several experimental test beds have been set up by 
deploying different sensors [7–11]. Thus, IoT can be said to have self-constituting 
potentials and has become the paradigm for networking of several physical and vir-
tual “things”. With persistent progress in integration of several IoT devices, the data 
generated from the ‘things’ can be piled up using cloud services [12]. Thus, it is 
required to consider a non-exhaustive approach for integrating IoT architecture with 
the cloud services for processing huge data generated from the sensors [13–17].

The optimization of energy is a prime concern for densely deployed sensors in 
a wireless sensor network (WSN). Thus, certain schemes can be adopted to man-
age the number of sensor nodes in a WSN for their active participation in sensing 
an event. In this paper, we formulate the problem for selecting an active sensor 
node using a probabilistic framework. Therefore, the data sensed by these sen-
sor nodes are uncorrelated which leads to a better utilization of sensed data. In 
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addition to this, the obtained model logically reduces the number of data packets 
to be transferred and consequently reduces latency delays at the cloud end. Even-
tually, this becomes an ideal choice for maximum utilization of memory space 
which also reduces the data transmission costs.

The sensors participating in an IoT application mostly require continuous 
power supply for processing data and for inter-device communication. Moreover, 
to obtain accuracy in the perceived data we need to ensure that there is no sen-
sor node failure while sensing data from the surrounding [18–20]. In this view, a 
more economic, energy-aware, and reliable approach is required to optimize the 
number of sensors involved in a WSN. In this paper, we present an optimal sen-
sor selection (OSS) model which provides a solution to the aforementioned prob-
lem using the economic quantity (EQ) model [21, 22] and determines the opti-
mal number of active sensor nodes for a WSN. We further derive a probabilistic 
model to test the reliability of sensor nodes pertaining to the Erlang model. This 
model successfully eliminates passive sensors which minimizes power consump-
tion, and provides more accurate, and reliable acquisition of data. After the com-
pletion of sensing phase, the sensed data packets arrive at the local processor in a 
non-Poisson pattern. Since most of the performance measured models are based 
on Poisson distribution [23–25], the data packets are converted into a Poisson 
pattern using LPM framework that captures non-redundant data form the massive 
collection of correlated data. Finally, these data packets are queued at the gate-
ways and transmitted to cloud storage.

The Markov Switching model [26], is a state switching autoregressive model 
mostly used to illustrate the transition between distinct states and it is widely used 
for state-space modeling of spatio-temporal datasets. In this paper, we present a 
multivariate thresholding model using Markov Switching for smart building moni-
toring, we collectively acronym it as the expert Markov switching (EMS) model. 
The information regarding surveillance of various environmental stresses in a smart 
building can be captured by the sensors and different situations like intrusion, gas 
leakages, fire, etc., can be identified through various threshold values. We have also 
provided an algorithm (Algorithm  1) corresponding to the EMS model and have 
validated it using real datasets [27] with suitable threshold values. Further, the effi-
ciency of EMS algorithm is obtained by comparing the results with four convention-
ally used sensor state selection algorithms for large-scale dynamic WSNs namely 
the simplified greedy sensor selection (SGSS) algorithm [28], alternating direction 
method of multipliers (ADMM) algorithm [29], Lyapunov equation based greedy 
algorithm (LE-GA) [30], and discrete algebraic Riccati equation based greedy algo-
rithm (DARE-GA) [31]. It was observed that the proposed EMS algorithm provided 
better computational performance in contrast to the four algorithms considered in 
this study. Further, in this paper, we present the cost models in compliance with 
OSS model which provides an estimate of the total expected cost corresponding to 
deterministic and probabilistic approaches. Finally, we evaluate the processing cost 
for data transmission using LPM and without using LPM frameworks based on 
well-known queuing theory models [32, 33]. A comparison for the above models is 
shown in the succeeding sections.

The major contributions of this paper can be summarized as follows:
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•	 We provide a probabilistic framework for active sensor node selection in a WSN. 
We further use our OSS model to determine the optimal number of active sensor 
nodes, which collectively provides a things-centric energy efficient approach for 
Green-IoT.

•	 The data packets acquired by active sensor nodes are processed using our pro-
posed LPM framework and generate them in a Poisson pattern.

•	 We present the EMS model which works on the principle of information thresh-
olding and significantly reduces processing of redundant information for the use 
case of a smart building.

•	 The performance of the EMS algorithm is evaluated in convergence with four 
conventionally used algorithms [28–31]. It is observed that the proposed EMS 
algorithm considerably outperforms the computational complexities of these 
algorithms.

•	 We then provide the derivation of cost models based on LPM and OSS model.
•	 Finally, we discuss the results obtained by deploying various sensors in a smart 

building and show the validation of our EMS algorithm.

The remaining part of this paper is classified as follows: In Sect. 2, we discuss 
various related works. Section 3, presents use case study of the smart building archi-
tecture along with its IoT applications and cloud services. In Sect.  4, we provide 
a probabilistic model for selecting active sensor nodes and derive the OSS model. 
This section also formulates the data centric EMS model. We then compute total 
expected cost corresponding to OSS model in Sect. 5. In Sect. 6, we obtain process-
ing cost for transmitting the data packets using LPM and without using LPM frame-
work. Section 7, deals with the results and discussions complying to our proposed 
framework. Finally, the last section of this paper (i.e., Sect. 8) ends with brief con-
clusions and relevant future scopes.

2 � Related Work

In this section, we present a taxonomy of several related works focusing on the pre-
vailing and emerging technologies for IoT and smart environments. In smart envi-
ronments, large interconnected networks are involved, this entails superior network 
configuration and discovery of services as a crucial issue for researchers. Schor et al. 
[34], presented a web based approach for integrating interconnected sensors and 
actuators involved in a smart building. They presented a technique for detection of 
services which reduces the complexities involved in configuring WSNs in a smart 
building.

In pervasively growing computing environments, the need for computation off-
loading is actively required to meet inadequacy in the resources. Soliman et al. [35] 
provided an integration of IoT along with cloud services for smart homes. Their 
work presented an interactive environment for controlling smart home appliances 
and their operations which used cloud computing to increase the accessibility of 
resources. Fan et al. [36] in their work presented a survey regarding challenges and 
scopes for optimal energy utilization in IoT based smart grids. Their work highlights 
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the techniques for providing an improved and optimized usage of energy levels in 
distributed and real-time systems. Sembroiz et  al. [37] presented a cloud based 
architecture for IoT based platforms. They used cloud as a middleware for smart 
buildings which facilitated rapid replication of databases as per the user’s demands. 
Chien et al. [38], provided a service oriented architecture for smart cities. Further, 
they provided a heuristic based algorithm for mitigating the load and enhancing net-
work performance. Yassine et al. [39], provided an IoT based platform for handling 
smart home data. This work facilitated operations like storing, processing, and clas-
sifying data collected from smart environments, providing a data-driven service to 
the users.

3 � Architecture

In our use case of the smart building, we consider deployment of various sensors 
such as temperature sensors, humidity sensors, and pressure sensors along with 
HVAC systems for sensing and supervising prevailing thermal conditions of the 
smart building environment.

3.1 � Clustering of Nodes

The sensors are deployed for administering events prevailing in a smart building. 
Each dwelling in the building is a smart home equipped with smart appliances, com-
puting devices (viz.,   PCs, PDAs), HVACs, etc., [40, 41]. The sensors deployed in 
the building are coalesced to form several clusters and each cluster constitutes of a 
cluster head [42–44]. The node with minimal residual energy is chosen as the cluster 
head. The cluster head makes use of Carrier Sense Multiple Access (CSMA) pro-
tocol for communicating with all the nodes in a WSN. Clustering of sensor nodes 
increases the performance of the system by incrementing availability of memory 
resources which intensifies the scalability [45].

Since, we are considering a heterogeneous sensor network to facilitate acquisition 
of data from a variety of sources, the information captured by sensors are super-
fluous. So to eliminate these redundant data, we use the LPM technique. The data 
packets arriving at the local processor initially follows a non-Poisson arrival pat-
tern. These data packets are then processed using the LPM technique, and queued 
in a discretized manner following a Poisson distribution. The data packets obtained 
using this mechanism are forwarded to the cloud.

Figure 1, illustrates a visual representation for the clustering of different sensor 
nodes deployed in a smart building with each sensor having different functionalities. 
The cluster head communicates the inferred data to transceiver station from where 
the data is forwarded to local processors. As the cluster head communicates the data 
perceived by various sensors in a cluster, the transmitted data may contain redundant 
information which leads to latency delays at the cloud end. However, by employ-
ing our LPM framework, we can attain the reduction of manifolds in information 
acquired by the local processors. 
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Figure 2, shows a service oriented IoT architecture for smart buildings along 
with a pictorial representation of various phases of data transmission. The data 
perceived by sensors is first locally processed by the local processor using the 
proposed LPM model. These data are then transmitted to gateways from where 
they are transmitted over the Internet to cloud storage [46, 47]. This enables the 
users to achieve a real-time monitoring of smart buildings. The data regarding 
various conditions of smart buildings can be eventually accessed by the users 
(or, dwellers of the building) over their smart phones or other connected devices.

In Fig. 3, we present a sketch of the experimental setting for the deployment 
of sensors in a smart building along with several auxiliary devices. The devices 
namely, humidifier, dehumidifier, air compressor, pressurizer, room heaters, 
air conditioners, air filters, etc., constitute the HVAC system, which assists in 
monitoring air quality of a building. In our setting, the EMS algorithm (Algo-
rithm  1), is used to monitor the smart building’s air quality. This algorithm 
works on principle of information thresholding and simplifies the functioning 
of HVAC system. When the humidity in a certain zone of the building increases 
then the EMS algorithm generates a message for activating the dehumidifying 
equipments. Similarly, when humidity level falls below the comfort level, the 
humidifier is activated. The HVAC systems activate pressurizer if the pressure in 
the building’s environment falls below a certain threshold. Likewise, if the pres-
sure is too high then the ventilation systems are activated which lets in warmer 
air from the surrounding and lowers the air pressure. The heaters installed in the 
building are activated if temperature of the considered area of building drops 
below the minimum threshold value. Similarly, if temperature of the building 
exceeds threshold of the thermal comfort level then the air conditioners are acti-
vated for cooling down the building’s temperature. 

Fig. 1   A pictorial representation depicting cluster formation of the sensor nodes
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3.2 � Requirements and Set‑up

For local execution of the data packets generated from sensors, we do not require 
the active internet support, or any access to the cloud. This makes it more pref-
erable over various technologies used for smart homes, or buildings. For local 
processing, we require a multiport hub (like the Hub v2.0) for its ease of instal-
lation and maintenance.

Fig. 2   A functional overview for deployment of various sensors in a smart building and the proposed 
LPM framework
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3.3 � Connectivity

Almost all the devices communicating through Zigbee or, Z-wave can com-
municate locally. In our model, Zigbee an IEEE 802.15.4 standard is used, for 
connecting the sensors in a WSN. The Zigbee specification is the most accept-
able Personal Area Network(PAN) employed for smart homes, smart buildings, 
and smart Industry networks. It is mostly used for connecting devices with low 
power requirements (like smart home sensors). It also supports multi-hop trans-
mission of data in a WSN. Although the Zigbee network layer reinforces differ-
ent topologies, but is mostly associated with mesh network over other network 
topologies because of its stability and reliability. After all the set-up require-
ments are successfully implemented, the transmission of data packets can be 
done by sensor nodes using suitable routing algorithms [48].

3.4 � Transmission

Before the data packets are communicated globally to the cloud, they are locally 
processed using LPM scheme. In our mechanism, we focus on the spatial reduc-
tion of manifolds (discussed in Sect. 6.1). This process can be explained in two 
distinct phases:

Fig. 3   An overview of smart building depicting the HVAC system equipped with sensors
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3.4.1 � Phase‑1

In this phase, we first select an optimal set of active sensor nodes using the proposed 
frameworks (discussed in Sects. 4.1 and 4.2). These active nodes are used in sensing 
different events in a smart building.

3.4.2 � Phase‑2

In the second phase, we concentrate on acquisition of data originating from various 
active sensor nodes. The sensed data obtained from active sensor nodes is processed 
using LPM framework which reduces data redundancy and can be transmitted to the 
cloud end for further processing.

4 � Problem Formulation

In this section, we present a probabilistic approach to select active sensor nodes in 
a WSN. We also present our optimal sensor selection (OSS) model subject to the 
set-up cost and power supply cost. The probabilistic approach for OSS model is also 
derived in the aspect of reliability of sensor nodes. Finally towards the end of this 
section, we provide the EMS model and its corresponding efficient EMS algorithm. 
The working principle of this model is based on partitioning of information sets 
using various predefined threshold values. Table 1 provides a detailed list of all the 
variables used in this paper along with their respective illustrations. 

Table 1   List of the mathematical notations used

Symbol Description

Si Set of ith sensor nodes
k Number of clusters in a WSN.
ka Number of active clusters in the same network
S Total number of sensors
Cp Power supply cost for each sensor node
Fp(S) Total power supply cost for sensors
t Number of sensors in a cluster
Cs Set-up cost for each cluster
�j,i Weights of preceding information for jth states
aj,t Additive white Gaussian noises
T�

j,1
,T�

j,2
Two extreme threshold values

Te Total expected cost
� Redundancy factor for data packets
CLPM ,C Service costs for LPM framework and without using LPM framework
�arr,� Arrival rate and processing rate of the data packets
C1,C2 Processing cost and waiting cost per each data packet
L1,L2 Data packets generated by local processor and sensor nodes respectively
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4.1 � Procedure for Selecting an Active Sensor Node

In our framework, we consider a large WSN with densely deployed sensor nodes pos-
sessing the ability to sense various events. Here, we formulate a method which proba-
bilistically configures a solution for the selection of active sensor nodes in a WSN. Let 
us consider a large random network comprising of several sensor nodes having distinct 
prototypes and varying potentials. These sensors share a scale-invariant connectivity 
among themselves and generate correlated data packets at any instance of time. Thus, if 
the WSN is constituted of 

{
Si, i = 1, 2, ..., S

}
 sensors, such that the number of clusters 

formed by clustering Si sensors in the network be denoted as k clusters, and ka repre-
sents the number of active clusters in the same network. Let X be a random variable 
which represents number of active sensor nodes among ka active clusters in a total of k 
clusters and its probability function is defined as:

where, z is the normalization constant and 
⎛⎜⎜⎝

k

ka

⎞⎟⎟⎠
=

k!

ka!(k−ka)!
.

If k = ka that means the number of active cluster is equal to number of total clus-
ters in the WSN. Hence, Eq. (1) becomes the standard Poisson distribution. Now, it 
becomes necessary to determine number of sensor nodes required for accomplishing 
the sensing phenomena, which can be resolved by using the OSS model.

4.2 � Optimal Sensor Selection Model

In a WSN, determining the optimal selection of active sensor nodes becomes increas-
ingly inevitable due to aperiodic switching between sensors at the time of data acquisi-
tion. The devices are densely integrated to meet persistent changes in environment for 
accomplishing a specific task. In order to meet these demands, we implement our OSS 
model to quantify the sensor nodes in convergence to their basic traits, viz.,  capability, 
functionality, user requirements, and so forth.

4.2.1 � Deterministic OSS Model

It is known that the average set-up cost decreases with the increase in the number of 
sensors. Similarly, the power consumption cost increases if number of sensors increase. 
So the problem of interest is to provide a balance between the set-up cost and power 
consumption cost of sensors. Figure 4 depicts the optimal number of sensors subject to 
set-up cost and power consumption cost.

Let S represents number of sensors, and Cp be the estimated power supply cost for 
each sensor, hence the total power supply cost for S sensors can be defined as,

(1)p(x) =
1

z

(
k

ka

)(
ka
x

)
e−�arr�x

arr

x!
,

(2)Fp(S) = SCp.
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Let Cs be set-up cost for each cluster, then the total set-up cost for S sensors can be 
given as,

where t denotes the number of sensors contained in a cluster, and k denotes total 
number of clusters present in the WSN.

The optimal number of sensors can be obtained in Fig. 3, where the total power 
supply cost is equal to total set-up cost. This relationship can be defined as,

Thus, we obtain the optimum value for S as follows,

From Eq. 5, we obtain the deterministic OSS model.

4.2.2 � Probabilistic OSS Model

We use probabilistic OSS model for optimal selection of sensor nodes where the 
required number of sensors in a WSN is subject to uncertainty. Thus, we determine 
reliability of the number of sensors taken into consideration in order to obtain a 
delay tolerant and fault resistant perception of data. The reliability of sensor nodes 
can be characterized by the well-known Erlang distribution [49–51], which is 
defined as,

(3)Fs(S) =
t

S
kCs,

(4)SCp =
t

S
kCs.

(5)So =

√
tkCs

Cp

.

Fig. 4   Quantitative representation of set-up cost and power consumption cost
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where � is the rate parameter and represents the failure rate of the sensors.
Hence, the optimal number of sensors is defined as,

Following Ryzhik et al. [52], the integral in Eq. (7) can be written as,

where � (.) represents the Gamma function.
Thus, from Sects. 4.1 and 4.2, we obtain a things-centric approach for green-

IoT by reducing the number of “things” (i.e., sensor nodes) connected in a WSN by 
employing the OSS framework.

4.3 � Expert Markov Switching Model

The Markov switching model is usually employed to model aperiodic jumps 
between various states on the basis of their preceding information sets [26]. Here we 
have designed an expert Markov switching (EMS) model for smart buildings having 
three states defined by two threshold values. The EMS model is defined as:

where �j,i are the weights of preceding information for jth states, aj,t are sequence of 
independent and identically distributed (i.i.d) white Gaussian noise sequence with 

mean zero and covariance matrix I3 i.e., aj,t ∼ N(0, I3), I3 =

⎛⎜⎜⎝

1 0 0

0 1 0

0 0 1

⎞⎟⎟⎠
 , and xj,t is 

the threshold variable.
Algorithm 1, shows the working procedure of EMS model. In our algorithm, the 

cumulative value of xj,t can be obtained from the weights of preceding information sets. 
We consider two threshold values T�

j,1
 and T�

j,2
 defined over xj,t as the minimum and 

maximum threshold values respectively. If threshold value xj,t < T�

j,1
 , the EMS model 

generates an alert to activate the HVAC systems. If T�

j,1
≤ xj,t < T�

j,2
 , the EMS performs 

no actuation, indicating normal conditions. In contrast, if xj,t ≥ T�

j,2
 , the changes 

observed are major, and the system recommends some obligatory actions. In our use 
case of the smart building, the EMS algorithm can be employed for air quality 

(6)g(t) =
𝜆ktk−1e−𝜆t

(k − 1)!
, k > 0, 𝜆 ≥ 0,

(7)Ŝ = ∫
∞

0

√
tkCs

Cp

g(t) dt.

(8)Ŝ =

√
kCs

Cp

𝜆−1∕2

𝛤 (k)
𝛤

(
k +

1

2

)
,

(9)xj,t =

⎧⎪⎨⎪⎩

xj,0 +
∑N

i=1
𝛷j,ixj,t−i + aj,t, xj,t < T�

j,1

xj,0 +
∑N

i=1
𝛷j,ixj,t−i + aj,t, T�

j,1
≤ xj,t < T�

j,2

xj,0 +
∑N

i=1
𝛷j,ixj,t−i + aj,t, xj,t ≥ T�

j,2

,
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monitoring. This algorithm makes use of the preceding air quality information and sug-
gests the necessary actions to be taken on the observed data. The HVAC systems 
installed in the building can hence be activated and deactivated upon the recommenda-
tions of EMS algorithm. 

5 � Optimal Cost Model

This section deals with derivation of two performance metrics such as total expected 
cost corresponding to deterministic and probabilistic models. It explicitly characterizes 
the problem for OSS model in deriving the cost functions pertaining to utilization of 
sensor nodes and their energy consumption criteria.

5.1 � Deterministic Cost Model

The total expected cost corresponding to optimal number of active sensors is given by,

The necessary condition for optimality can be defined as follows,

(10)Te(S|Cs, t) = SCp +
t

S
Csk.
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Since,

Therefore using Eq. (5), the total optimal expected cost can be obtained as,

5.2 � Probabilistic Cost Model

Considering the reliability of sensor nodes in a WSN, we define the probabilistic 
model for total expected cost as,

Using Eq. (6) and following Ryzhik et al. [52], Eq. (14) becomes,

Hence, Eq. (15) provides the probabilistic cost model pertaining to OSS model.

6 � Processing Cost

In the smart building architecture, it is worthwhile to calculate cost for transmitting 
the data packets from sensor nodes to cloud end using the LPM and without using 
LPM model.

6.1 � Service Cost Estimation using Local Processing

The cost for transmitting the data packets from the sensors to the cloud is given by,

where � is the processing rate of data packets, C1 is the processing cost per data 
packet, C2 is the waiting cost for each data packet before being uploaded to cloud 
storage, and L1 denotes number of data packets generated by the local processor.

Figure 5, provides the architecture illustrating local processing criteria. From this 
architecture, it is observed that the data packets follow a non-Poisson arrival rate at the 

(11)
dTe

dS
= Cp −

t

S2
Csk ≡ 0.

(12)
d2Te

dS2
= 2

tkCs

S3
> 0.

(13)Te(S|Cs, t) = 2
√

tkCsCp.

(14)T(S) = ∫
∞

0

T(S|t) g(t) dt.

(15)T(S) = SCp +
Cs

S

k

�
.

(16)CLPM(�) =
C1�

�
+ C2L1,
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local processor, and follow a Poisson pattern while being transmitted from the local 
processors after being locally processed. 

From the conventional queuing model, (M∕M∕1) ∶ (∞∕FCFS) we have [53],

where �arr is the rate at which data packets arrive at the local processor, which fol-
lows our proposed distribution Eq. (1), and � denotes the redundancy factor which is 
responsible for eliminating redundant data packets generated from the local proces-
sor. Thus, the necessary condition for minima is obtained as,

which yields minimal value for,

Since, d
2CLPM

d�2
=

2�arrC2

(�−�arr)
2 , if 𝜇 > 𝜆arr.

Thus, from Eq. (19), we obtain the optimal rate at which the data packets can be 
processed before being uploaded to cloud. This technique also offloads the computa-
tion demands at the cloud end for processing massive amount of data generated from 
densely deployed sensor nodes.

6.2 � Service Cost Estimation Without Using Local Processing

The cost for transmitting the data packets from the sensors to the cloud without employ-
ing LPM is given as,

where L2 denotes the number of data packets generated by various sensors, and 
using 

(
M∕Ek∕1

)
∶ (∞∕FCFS) we have,

(17)CLPM(�) =
C1�

�
+ C2

(
�arr

� − �arr

)
.

(18)
dCLPM

d�
= C1 −

�arrC2(
� − �arr

)2 = 0,

(19)𝜇̂ = 𝜆arr +

√
𝜆arrC2

C1

.

(20)C(�) = C1� + C2L2,

Fig. 5   An architecture for Local processing corresponding to Poisson and non-Poisson arrival pattern of 
data packets



	 Journal of Network and Systems Management            (2021) 29:6 

1 3

    6   Page 16 of 28

From Eqs. (20) and (21), we get,

Now from Eq. (22), we obtained as,

Thus, the necessary condition for Eq. (23) to obtain the extremal point is given by,

Differentiating the Eq. (23), we get,

As d
2C

d𝜇2

|||𝜇=𝜇̂ > 0, Eq. (20) attains its minimal value at 𝜇 = 𝜇̂.

7 � Results and Discussions

7.1 � Performance Evaluation of EMS Algorithm

The versatility of any algorithm can be realized by evaluating its computational 
complexity. The computational complexity is highly reliant on the way an algo-
rithm performs for dynamically changing requirements and the amount of mem-
ory occupied for executing a task. Here, the performance of proposed EMS algo-
rithm (presented in Algorithm  1) has been evaluated in convergence with four 
other popularly used algorithms namely the SGSS algorithm [28], ADMM algo-
rithm [29], LE-GA [30], and DARE-GA [31]. The SGSS algorithm is used in 
dynamical systems for estimation of sensor states in constrained systems. The 
ADMM algorithm is popularly used for large-scale systems to address the sensor 
selection problem. The other two algorithms [30, 31], are based on greedy algo-
rithm for solving the sensor selection problem. They leverage capabilities of Lya-
punov equation and DARE for accomplishing optimal solution in terms of cost 
for selection of sensors. The numerical experiments show that the complexity of 
the proposed EMS algorithm depicts a slow increase with the number of states as 

(21)L2 =
� + 1

2�

�2
arr

�
(
� − �arr

) +
�arr

�
.

(22)C(�) = C1� + C2

[
� + 1

2�

�2
arr

�
(
� − �arr

) +
�arr

�

]
.

(23)
dC

d�
= C1 + C2

(
−
�arr

�2
−

(� + 1)(2� − �arr)�
2
arr

2�
(
�(� − �arr)

)2
)
.

(24)
dC

d𝜇
= 0, 𝜇 = 𝜇̂.

(25)
d2C

d�2
= C2

(
2�arr

�3
−

(� + 1)�2
arr
(3�2 + �2

arr
− 3��)

��3(� − �arr)
3

)
.
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compared with other algorithms. Thus, the contributions of our EMS algorithm 
are considerably much novel in contrast to the studies made earlier.

We address the issue of device state transition problem for constrained environ-
ments by employing the proposed EMS algorithm. Here, each recursive value corre-
sponding to the threshold variable xj,t implements an independent state for respec-
tive values of T�

j,1
 and T�

j,2
 . This value further endorses in determining the state of 

proposed indoor environment monitoring system for optimal management of 
resources. Thus, following the Master theorem [54], complexity of the proposed 
algorithm corresponding to each state can be expressed as the relation 
T
(
xj,t

)
= T

(
xj,t−1

)
+ O(c) , for any constant c. Hence, exploiting the Markov switch-

ing model, the complexity corresponding to EMS algorithm can be conjectured to 
be O(N) . Thus, it can be deduced that complexity of the proposed algorithm is quite 
optimistic as it is much smaller than the complexities of SGSS, ADMM, LE-GA, 
and DARE-GA algorithms.

In Fig. 6, we provide an analysis of performance for the proposed EMS algorithm 
along with SGSS, ADMM, LE-GA, and DARE-GA algorithms for 1000 iterations 
with the y-axis considered in logarithmic scale. Hence, the computational complex-
ity of our proposed EMS algorithm is obtained as O(N) , which outperforms the per-
formance of algorithms proposed in [28–31].

7.2 � Numerical Results

7.2.1 � Optimal Energy Consumption Model

In order to analyse the validity of our proposed scheme, we rely on the numerical 
results computed for each model. We consider a network initially consisting of 1000 
sensors such that each cluster consists of 5 sensor nodes. Considering the energy 
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required for setting up each cluster to be Cs = 20 J and the amount of energy sup-
plied to each sensor node for performing the sensing activities is Cp = 3.5 J. Now 
using [55, 56], we consider the network subject to some random node failures such 
that 57 nodes suffer some type of failure due to outages, or hardware issues over a 
period of 1 year, hence the failure rate of the entire network is given as � = 0.057 , 
to show the performance of both the deterministic and probabilistic models. Fig-
ure 7, illustrates the total expected energy consumption for both deterministic and 
probabilistic models corresponding to the number of clusters. It is clear from the 
figure that total expected energy consumption increases when the number of cluster 
increases, but the probabilistic model provides better results than the deterministic 
model to meet dynamic requirements of the network.

7.2.2 � Processing Cost

It is well-known that the events triggered at sensor nodes follow Poisson distri-
bution. However, the data packets generated from densely populated WSNs obey 
non-Poisson distribution due to continuous acquisition of sensory data from the sur-
rounding. These data are highly redundant, or correlated and hence are computation-
ally intensive for the local engines. Therefore, the proposed LPM framework filters 
out the redundant information collected from these sensors to reduce workload on 
local engines by discretizing the data packets. As a result, data packets generated 
using the proposed LPM framework are free from the limiting effects of redundancy 
and follow Poisson distribution [23, 24]. This mechanism can be observed from the 
proposed high level architecture provided in Figs. 2 and 5. Here, we consider the 
cost for processing data packets in the system as C1 = 7 , and the packets waiting 
in the queue to be processed at cost C2 = 8 . The redundancy factor in this setting 
is considered as � = 16 . Considering the system to have a deterministic arrival rate 
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Fig. 7   Representation of the total expected energy consumption Te for both deterministic and probabilis-
tic models corresponding to k clusters with Cs = 20 J, Cp = 3.5 J, and � = 0.057



1 3

Journal of Network and Systems Management            (2021) 29:6 	 Page 19 of 28      6 

within the range � = [11 ∶ 30] , the service cost of data packets for different ser-
vice rates can be observed in Fig. 8. Figure 8(a) provides the service cost for data 
packets corresponding to different service rates viz., � = 32.0, 32.2, 32.4, 32.6 using 
the LPM framework. Figure 8(b) illustrates service cost for processing data pack-
ets without using LPM framework corresponding to different service rates i.e., for 
� = 32.0, 32.2, 32.4, 32.6.

The service costs for processing the data packets with a determinis-
tic service rate i.e., for � = [11 ∶ 30] , corresponding to different arrival rates 
�arr = 10.0, 10.2, 10.4, 10.6 , is provided in Fig. 9. Here, Fig. 9(a) represents the ser-
vice cost for processing the incoming data packets using proposed LPM framework. 
Figure  9(b) represents service cost for processing the data packets without using 
LPM model. It would be significant to observe that service cost for processing the 
data packets without using the LPM framework experiences an exponential growth. 
Hence, the proposed LPM framework provides a better choice for minimizing the 
processing costs associated with massive IoT datasets.
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Figure 10 provides performance trade-offs between the proposed LPM model 
and the approach without using LPM model. The stable parameters considered 
in this case are as follows: � = 16 , c1 = 7 , and c2 = 8 . Figure 10(a) provides ser-
vice costs for processing the data packets using LPM and without using LPM 
model for �arr = [11 ∶ 30] and service rate � = 32 . Figure 10(b) provides the ser-
vice costs corresponding to the LPM and without using LPM model for dynamic 
parameters � = [11 ∶ 30] and arrival rate �arr = 10.

Figure  11 provides the service cost estimation corresponding to LPM and 
without LPM approach for transmission of data packets considering unit value 
for the redundancy factor i.e., for � = 1 . In Fig. 11(a) the parameters considered 
are �arr = [11 ∶ 30] , � = 32 , c1 = 7 , and c2 = 8 . Further, Fig. 11(b) considers the 
parameters � = [11 ∶ 30] , �arr = 10 , c1 = 7 , and c2 = 8 , for obtaining the service 
costs. It would be striking to observe that the previous results considered a clus-
ter size of k = 16 , thus resulting in considerable performance trade-offs between 
the two models (as observed in Fig.  10(a) and (b)). However, when a single 
WSN cluster is responsible for generating the data packets i.e., � = 1 , the two 
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models (i.e., the LPM and without LPM models) converge hence indicating paral-
lel performance.

In Fig. 12(a) the service costs for the proposed LPM model for different parame-
ters viz., � = [11 ∶ 30] , k = 16 , �arr = 10 , c1 = 7 , and c2 = 8 are presented. Further, 
Fig. 12(b) represents a windowed view for optimal value obtained from Fig. 12(a). 
It is observed that the model provides an optimal value when service rate � = 24 
resulting in a service cost of CLPM = 16.214.

In Fig. 13(a) the service cost for processing the data packets without using LPM 
model has been provided. The parameters considered for obtaining the service cost 
corresponding to the without LPM model are as follows: � = [11 ∶ 30] , � = 16 , 
�arr = 10 , c1 = 7 , and c2 = 8 . Figure  13(b) provides the windowed view for the 
optimal value of Fig. 13(a) which is obtained at � = 13 , and the corresponding ser-
vice cost is C = 108.051 . The service cost for this continues to grow after this point. 
Hence it is observed that the LPM model obtains much optimal service cost i.e., 
CLPM = 16.214 , for service rate � = 24 . Table  2 provides a detailed summary for 
the service cost of LPM model obtained for different values of � . In Table 3, the 
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respective values for service cost of the model without using LPM is provided cor-
responding to different values of service rate � . Here, the estimated optimal service 
costs for corresponding � values have been represented in bold letters.

7.3 � Model Validation

In this section, we discuss the results obtained in previous sections and validate with 
the real-time data obtained using IoT devices [27]. In smart buildings, the evalua-
tion of air quality and thermal comfort levels has become a major concern. Several 
distinctive estimations (like the ASHRAE 55 standards) have been adopted to assess 
the air quality of residential or, industrial buildings [57, 58]. In our framework, we 
independently estimate the thermal comfort levels subject to three measures viz.,   
temperature (T), relative humidity (RH), and pressure ( Ps ). We consider a network 
equipped with three types of sensors namely, PM 1, PM 2.5, and PM 10, for sensing 
the temperature, relative humidity, and pressure respectively and validate our model 
in a smart building environment.

Table 4, represents the comfort levels (CL) and the respective thresholds cor-
responding to different air quality attributes. The attributes represent the tem-
perature, relative humidity, and pressure along with their standard measurement 
units. The comfort level represents the thermal comfort zone (TCZ) of the attrib-
utes and their thresholds are defined for monitoring indoor environments. Thus, 
we assign certain threshold values to T�

j,1
 and T�

j,2
 , which represent the minimum 

and maximum thresholds for activating the HVAC system. This paper uses the 
empirical data for 2 years (i.e., from 2016–2017) recorded in one minute 

Table 2   Service Cost for LPM Model

� Service cost � Service cost � Service cost � Service cost

11 84.812 16 20.333 21 16.460 26 16.375
12 45.250 17 18.866 22 16.291 27 16.518
13 32.354 18 17.875 23 16.216 28 16.694
14 26.125 19 17.201 24 16.214 29 16.898
15 22.562 20 16.750 25 16.270 30 17.125

Table 3   Service Cost for without LPM

� Service cost � Service cost � Service cost � Service cost

11 122.909 16 121.427 21 152.649 26 186.098
12 108.375 17 127.277 22 159.246 27 192.888
13 108.051 18 133.395 23 165.899 28 199.700
14 111.303 19 139.695 24 172.598 29 206.529
15 116.000 20 146.125 25 179.333 30 213.375
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interval, corresponding to the relative humidity, pressure, and temperature 
respectively.Figure 14, represents the data collected by PM 2.5 sensors for meas-
uring the relative humidity of a building. The HVAC systems can be activated 
by incorporating the threshold values along with the EMS algorithm to retain 
the TCZ. The values lying above the maximum threshold value T�

j,2
 represent the 

thermal discomfort zone (TDZ). For humidity exceeding these thresholds, the 
EMS algorithm recommends the HVAC systems of the building to get activated 
for preserving the comfort level of the building. Further, if humidity level lies 
below the minimum threshold T�

j,1
 , then the air quality within the building 

becomes dry and EMS algorithm recommends the HVAC system to activate 
humidifiers.

Figure 15, represents the pressure level obtained by PM 10 sensors. The pressure 
levels lying above the maximum threshold value T�

j,2
 indicate extreme pressure levels 

in the building, while the pressure levels lying below T�

j,1
 indicate lower pressure lev-

els. The EMS algorithm activates the HVAC system, if the comfort level of pressure 
exceeds its minimum and maximum threshold limits. 
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Table 4   The attributes for smart building’s air quality monitoring

Attributes Comfort level (CL) T�

j,1
T�

j,2

T (in ◦C) 20–26 20 ≤ x1,t ≤ 26 x1,t < 20 , or x1,t > 26

RH (in %) 30–50 30 ≤ x2,t ≤ 50 x2,t < 30 , or x2,t > 50

Ps (in Pa) 10–50 10 ≤ x3,t ≤ 50 x3,t < 10 , or x3,t > 50
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Similarly, the temperature of the indoor environment can be obtained by employ-
ing PM 1 sensors. Figure 16, shows the minimum and maximum threshold values 
for temperature. The HVAC system controls the indoor temperature, if the threshold 
value exceeds standard comfort level. 

0 5 10 15
No. of Samples--> ×104

0

50

100

150

P
re

ss
ur

e 
(in

 P
a)

--
>

(a)

0

50

100

150

P
re

ss
ur

e 
(in

 P
a)

--
>

0 2 4 6 8
No. of Samples--> ×104

(b)

T2
l T1

l

Fig. 15   a shows the minimum and maximum thresholds ( T�

j,1
 & T�

j,2
 ) for pressure; and (b) shows the cor-

responding histogram representation for pressure

0 5 10 15
No. of Samples--> ×104

16

18

20

22

24

26

28

T
em

pe
ra

tu
re

 (
in

 o
C

)-
->

(a)

16

18

20

22

24

26

28

T
em

pe
ra

tu
re

 (
in

 o
C

)-
->

0 0.5 1 1.5 2 2.5 3
No. of Samples--> ×104

(b)

T1
l

T2
l

Fig. 16   (a) shows the minimum and maximum thresholds ( T�

j,1
 & T�

j,2
 ) for temperature; and (b) shows the 

corresponding histogram representation for temperature



1 3

Journal of Network and Systems Management            (2021) 29:6 	 Page 25 of 28      6 

8 � Conclusion and Future Work

In this paper, we presented a service oriented IoT architecture for adaptively moni-
toring the air quality of smart buildings using our expert Markov switching (EMS) 
model. This model has reduced the manifold redundancy at data acquisition level of 
the sensor nodes using the EMS algorithm. We have also shown the validation of 
our model in compliance with empirical data acquired from various sensors (viz., 
temperature, humidity, and pressure). In order to proclaim the validity of the pro-
posed EMS algorithm, we have analysed its performance in convergence with four 
conventionally used algorithms for modelling large-scale dynamic sensory sys-
tems. It has been observed that the EMS algorithm outperforms the conventional 
algorithms greatly by achieving a time complexity of O(N) . The latency delay at 
the cloud end for real-time applications have also been reduced using the proposed 
local processing mechanism (LPM) in context of computational offloading based on 
the well-known queuing model. We have also proposed a probabilistic model for 
selecting active sensor nodes and the optimal sensor selection (OSS) model, which 
subsequently minimize the overall cost and power consumption corresponding 
to non-Poisson and Poisson arrival of data packets. The validity of each proposed 
model has been illustrated using the respective numerical results. Further, in the 
aforementioned context this paper has also addressed things-centric and data-centric 
approaches towards service oriented IoT architecture.

In future, we will propose a two-tier service architecture for IoT, which optimizes 
both storage and retrieval of information at cloud end satisfying the green comput-
ing constraints.
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